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A Succinet Summary of Reinforcement Learning

Sanjeevan Ahilan*

Abstract

This document is a concise summary of many key results in single-
agent reinforcement learning (RL). The intended audience are those who
already have some familiarity with RL and are looking to review, reference
and/or remind themselves of important ideas in the field.
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2 Fundamentals

2.1 The RL paradigm

The field of reinforcement learning (RL) (Sutton and Barto, 2018) concerns it-
self with the computational principles underlying goal-directed learning through
interaction. Although primarily seen as a field of machine learning, it has a rich
history spanning multiple fields. In psychology it can be used to model classi-
cal (Pavlovian) and operant (instrumental) conditioning. In neuroscience it has
been used to model the dopamine system of the brain (Schultz et all,[1997). In
economics, it relates to fields such as bounded rationality, and in engineering
it has extensive overlap with the field of optimal control (Bellman, 11957). In
mathematics, investigation has continued under the guise of operations research.
The plethora of perspectives ensures that RL continues to be an exciting and
extraordinarily interdisciplinary field.

2.2 Agent and environment

RL problems typically draw a separation between the agent and the environ-
ment. The agent receives observation o; and scalar reward r; from the environ-
ment and emits action a;, where ¢ indicates the time step. The environment
receives action a; from the agent and then emits a reward r;y; and an ob-
servation 0,41. The cycle then begins again with the agent emitting its next
action.

How the environment responds to the agent’s action is determined by the
environment state sy, which is updated at every time step. The conditional
distribution for the next environment state depends only on the present state
and action and therefore satisfies the Markov property:

P(si11]s¢,a) = P(sig1s1,..., 86,01, .., a1) (1)

The environment state is in general private from the agent, which only re-
ceives observations and rewards. The conditional distribution for the next ob-
servation given the current observation is not in general Markov, and so it may
be beneficial for an agent to construct its own notion of state s{*, which it uses
to determine its next action. This can be defined as sy = f(h;), where h; is the
history of the agent’s sequence of observations, actions and rewards:

ht:alaolarla'-'aataotart (2)
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2.3 Observability

A special case exists when the observation received by the agent o, is identical
to the environment state s; (such that there is no need to distinguish between
the two). This is the assumption underlying the formalism of Markov decision
processes covered in the next section. An environment is partially observable
if the agent cannot observe the full environment state, meaning that the con-
ditional distribution for its next observation given its current observation does
not satisfy the Markov property. This assumption underlies the formalism of a
partially observable Markov decision process which we describe in Section

2.4 Markov processes and Markov reward processes

A Markov process (or Markov chain) is a sequence of random states with the
Markov property. It is defined in terms of the tuple (S,P) where S is a finite
set of states and P : § x S — [0, 1] is the state transition probability kernel.

A Markov Reward Process (MRP) (S, P,r,v) extends the Markov process
by including a reward function r : S x § — R for each state transition and a
discount factor v. The immediate expected reward in a given state is defined
as: r(s) =Y, P(s,s')r(s,s).

The discount factor v € [0, 1] is used to determine the present value of future
rewards. Conventionally, a reward received k steps into the future is of worth
+* times what it would be worth if received immediately. As we will shortly
see, the cumulative sum of discounted rewards is a quantity RL agents often

seek to maximise, and so v < 1 ensures that this sum is bounded (assuming r
is bounded).

2.5 Markov decision processes

Single-agent RL can be formalised in terms of Markov decision processes (MDPs).
The idea of an MDP is to capture the key components available to the learning
agent; the agent’s sensation of the state of its environment, the actions it takes
which can affect the state, and the rewards associated with states and actions.
An MDP extends the formalism of an MRP to include a finite set of actions on
which both P and r depend. Discrete-time, infinite-horizon MDPs are described
in terms of the 5-tuple (S, A, P, r, 7) where S is the set of states, A is the
set of actions, P : S x A x & — [0,1] is the state transition probability kernel,
r: SXAxS — Ris the immediate reward function and v € [0, 1) is the discount
factor. The expected immediate reward for a given state and action is defined
asr(s,a) =Y., P(s,a,s")r(s,a,s"), which we use for convenience subsequently.

2.6 Policies, values and models

Common components of a reinforcement learning agent are a policy, value func-
tion and a model. The policy 7 : S x A — [0, 1] is the agent’s behaviour function
which denotes the probability of taking action a in state s. Agents may also act
according to a deterministic policy p : S — A. We will assume that policies are
stochastic unless otherwise noted.



Given an MDP and a policy =, the observed state sequence is a Markov
process (S, P™).

P(s,s") = Z 7(s,a)P(s,a,s’) (3)

acA

Similarly, the state and reward sequence is a MRP (S, P™,r,, ) in which:

ro(s) = Z 7(s,a)r(s,a) (4)

acA

Starting from any particular state s at time step ¢t = 0, the value function
vr(s) is a prediction of the expected discounted future reward given that the
agent starts in state s and follows policy

vr(8) =Eg lz Yirevi|so = 31 (5)
t=0

where 711 = r(St, at, St41)
which is the solution of an associated Bellman expectation equation:

va(8) = Z (s, a) [r(s, a) +~ Z P(s,a, s')vﬂ(s’)] (6)

a€A s’eS

In matrix form the Bellman expectation equation can be expressed in terms
of the induced MRP:

Vp =77 +YP 0 = (T —yP™) 'r, (7)

where v, € RISl and r, € RIS! are the vector of values and expected imme-
diate rewards respectively for each state under policy w. We can also define a
Bellman expectation backup operator:

T"(v) =71y +7vP"v (8)

which has a fixed point of v™.

An action-value for a policy 7 can also be defined, which is the expected dis-
counted future reward for executing action a and subsequently following policy
.

qr(s,a) =r(s,a) + Z P(s,a,s )vx(s")
s’'eS

=r(s,a)+~ Z P(s,a,s) Z (s, a)q(s',a")

s’esS a’eA

(9)

The process of estimating v, or g, is known as policy evaluation. Policies
can be evaluated without directly knowing or estimating a model, using instead
the directly sampled experience of the environment, an approach which is known
as ‘model-free’. However a ‘model-based’ approach is also possible in which a
model is used to predict what the environment will do next. A key component
of a model is an estimate of P(s,a,s’), the probability of the next state given
the current state and action. Another is an estimate of r(s,a), the expected
immediate reward.



Policy evaluation enables a value function to be learned for a given policy.
However, we often wish to learn the best possible policy. The value function for
this is known as the optimal value function and corresponds to the maximum
value function over all policies:

0.(8) = max v, (s) (10)
™
The definition of the optimal action-value function (which evaluates the im-
mediate action a in state s) is similarly:
¢.(s,a) = max g (s, ) (11)
s
A partial ordering over policies can be defined according to:

> 7 if ve(s) > ve(s),Vs (12)

For any MDP there exists an optimal policy 7, that is better than or equal
to all other policies. All optimal policies achieve the optimal value function and
optimal action-value function and there is always a deterministic optimal policy
for any MDP. The latter is achieved by selecting:

a = argmax ¢«(s,a) (13)
acA

If there are many possible actions which satisfy this, any of these may be
chosen to constitute an optimal policy (of which there may be many). The
optimal value and state-value functions satisfy Bellman optimality equations:

0.(s) = max g (s,0)

ac
— / !
v.(s) = max|r(s,a) + vsgsms,a, ' Yuuls) 10
q«(s,a) =r(s,a) +~ Z P(s,a,s")max q.(s',a’)
s'eS “

The Bellman optimality equation is non-linear with no closed form solution
(in general). Solving it therefore requires iterative solution methods.

2.7 Dynamic programming

Dynamic programming (DP) (Bertsekas et all, [1995) refers to a collection of
algorithms that can be used to compute optimal policies given a perfect model
of the environment as an MDP. In general, DP solves complex problems by
breaking them down into subproblems and then combining the solutions. It is
particularly useful for overlapping subproblems, the solutions to which reoccur
many times when solving the overall problem, making it more computationally
efficient to cache and reuse them.

When applied to MDPs, the recursive decomposition of DP corresponds to
the Bellman equation and the cached solution to the value function. DP assumes
that the MDP is fully known and therefore does not address the full RL problem
but instead addresses the problem of planning. By planning, the prediction
problem can be addressed by finding the value function v, of a given policy



m. This can be evaluated by iterative application of the Bellman Expectation
Backup (Equation []).

This leads to convergence to a unique fixed point v,, which can be shown
using the contraction mapping theorem (also known as the Banach fixed-point
theorem) (Banach, 11922). When a Bellman expectation backup operator T™
is applied to two value functions w and v over states, we find that it is a -
contraction:

IT™(w) = T ()0 = [[(rx +YPTw) = (17 + 7P V)]0
=P (u = v)|lo
< P u = ool
<Hlu -l

(15)

where 1 is a vector of ones and the infinity norm of a vector a is denoted
[la||s and is defined as the maximum value of its components. This contraction
ensures that both w and v converge to the unique fixed point of T™ which is v,.

For control, DP can be used to find the optimal value function v, and in turn
the optimal policy 7. One possibility is policy iteration in which the current
policy 7 is first evaluated as described and then subsequently improved to 7’
such that:

7' (s) = arg max ¢ (s, a) (16)
acA

This improves the value from any state s over one step:

Gr (5,7 (5)) = max g (s,a) > Y 7(s,0)gr(s,0) = vx(s) (17)
acA

It can be shown that this improves the value function such that that v,/ (s) >
vr(8) (Silven, 2015). This process is then repeated, with improvements ending
when the Bellman optimality equation (I4]) has been satisfied and convergence
to m, achieved. A generalisation of policy iteration is also possible in which,
instead of waiting for policy evaluation to converge, only n steps of evaluation
are taken before policy improvement occurs and the process is repeated. If n = 1
this is known as value iteration, as the policy is no longer explicit (being a direct
consequence of the value function). Like policy iteration, value iteration is also
guaranteed to converge to the optimal value function and policy. This can be
demonstrated using the contraction mapping theorem.

3 Model-free approaches

3.1 Prediction

As has been outlined, dynamic programming can be used to solve known MDPs
enabling optimal value functions and policies to be found. However, in many
cases the MDP is not directly known - instead an agent taking actions in the
MDP must learn directly from its experiences, as it transitions from state to
state and receives rewards accordingly. One approach, known as ‘model-free’,
seeks to solve MDPs without learning transitions or rewards. For prediction, a



key quantity to estimate in this setting is the expected discounted future reward.
A sampled estimate of this, starting from state s;, is known as the return:

o0
Ry =ripn + 972 + Vs 4o = Y 7V e (18)
k=0

which depends on the actions sampled from the policy, and states from
transitions.

Monte-Carlo (MC) methods seek to estimate this directly using complete
episodes of experience. Introducing a learning rate ay, the agent’s value function
can therefore be updated according to:

v(st) < v(se) + au [Ry — v(st)] (19)

The value function updated in this way will converge to a solution with min-
imum mean-square error (best fit to the observed returns), assuming a suitable
sequential decrease in the learning rate.

Temporal-difference (TD) learning methods learn from incomplete episodes
by bootstrapping. For example, if learning occurs after a single step, this is
known as TD(0), which has the following update:

v(st) = v(se) + [ +0(s041) — v(s1)] (20)

where 741 + Yv(st+1) is known as the target. This approximates the full-width
Bellman expectation backup (Equation []]) in which every successor state and
action is considered, with experiences instead being sampled. TD(0) will con-
verge to the solution of the maximum likelihood Markov model which best fits
the data (again assuming a suitable sequential decrease in the learning rate).
This solution may be different from the minimum mean-square error solution of
MC methods, which do not assume the Markov property.

Unlike MC methods, TD methods introduce bias into the estimated return
as the currently estimated value function may be different from the true value
function. However, they generally have reduced variance relative to MC meth-
ods, as in MC the estimated return depends on a potentially long sequence of
random actions, transitions and rewards.

The distinction between MC and TD methods can be blurred by considering
multi-step TD methods (rather than only TD(0)), in which rewards are sampled
for a number of steps before the value function is used to compute an estimate
of future rewards. The n-step return is defined as:

Rﬁ") =7Tep1 + 3 er2 + o YT e + Y 0(S040) (21)

As n — oo it tends towards the unbiased MC return. An algorithm may
seek to find a good bias-variance tradeoff by estimating a weighted combination
of n-step returns; one popular method to do this is known as TD(A):

R} =(1-X) > AR (22)
n=1

where A € [0,1].

2assuming a table-based representation rather than use of a function approximator



3.2 Control with action-value functions

Model free control concerns itself with optimising rather than evaluating the
RL objective. Policies may be evaluated according to various objectives. In
the case of continuing environments, the objective can be the average value or
the average reward per time-step. We focus instead on episodic environments,
assuming an initial distribution over starting states po(s) : S — [0,1]. The
objective is thus:

J(m) =E,

ZVtTt+1|PO(S)1 (23)
t=0

Note that if the domain of the starting state distribution is only over a single
starting state, the objective is simply the value function (Equation []) in that
starting state. This objective can equivalently be expressed as:

S (1) = Esnpr amn[r(s, a)] (24)

where:

oo
Ppr(s) =D Y A'plsi = sls',m)po(s’) (25)
s’ t=0
is the improper discounted state distribution induced by policy 7 starting from
an initial state distribution po(s’). In Section B.4] we describe policy gradient
methods which seek to optimise this objective directly.

However, we first consider model-free approaches which rely on an action-
value function ¢(s, a) to achieve control (a value function v(s) alone is insufficient
for model-free control). The optimal action-value function ¢.(s,a) must be
learned, with MC and TD methods both viable. Once it has been learned,
an optimal policy may be achieved by selecting the best action in each state
(Equation [I3).

However, unlike dynamic programming, full-width backups are not used and
so if actions are selected greedily (meaning those with highest action-values are
always chosen) then certain states and actions may never be correctly evalu-
ated. Model-free RL methods must therefore allow for enough exploration dur-
ing learning before ultimately exploiting this learning to achieve near-optimal
cumulative reward.

One simple approach, known as e-greedy is to take a random action with
probability € but otherwise act greedily according to the current estimate of
the action-value function. The value of € can be decreased with the number of
episodes. This can satisfy a condition known as greedy in the limit of infinite
exploration in which all state-action pairs are explored infinitely many times
and the policy converges to the greedy policy.

One popular algorithm for model-free control is known as Q-learning (Watkins and Dayan,
1992), which seeks to learn the optimal action-value function whilst using a pol-
icy which also takes exploratory actions (such as epsilon greedy). This learning
is termed off-policy as the policy used to sample experience is different from the
policy being learned (the optimal policy). The resulting update is:

q(se,a0) < q(se,a0) + afreen + ymax q(st11,0") — q(se, ar)] (26)



An alternative to off-policy Q-learning is on-policy SARSA (Rummery and Niranjan,
1994). This uses the sampled sampled state s;, action a;, reward r441, next state
St+1, and next action asy for updatesﬁ:

q(st,a1) < q(se,a¢) + a(reer +7q(Se41, ar41) — q(5¢, a1)) (27)

3.3 Value function approximation

So far we have assumed a tabular representation of states and actions such
that each state is separately updated. However, in practice we would like value
functions and policies to generalise to new states and actions, and so it is ben-
eficial to use function approximators such as deep neural networks. A common
approach is to approximate the value function or action-value function:

Uy (8) = 0(s;w) = vr(8)
qu (s, a) = q(s,a;w) = gx (s, a)

where w are the parameters we wish to learn. If we start by assuming we
know the true value function v, we can define a mean square error between the
approximate value function and the true function:

L(w) = Ex[(vx(s) — vu(5))’] (29)

(28)

Given a distribution of states s ~ p(s)@, we can minimise this iteratively
using stochastic gradient descent:

w4 W+ @(vr(8t) — Vi (8t)) Vit (St) (30)

In reality we can only use a better estimate of v, provided by the sampled
reward(s). For example, if we use the TD(0) target the update is:

w — w + CY(TH_l + ’7Uw(3t+1) - Uw(st))vwvw(st) (31)

Updates like this are known as ‘semi-gradient’ as the gradient of the value
function used to define the target is ignored.

If we use a linear function approximator v, (s) = x(s)Tw (where features
x(s) and w are vectors), then we find:

W W+ a(Tep1 + You (St41) — Vw(8e))2(8t) (32)

indicating that the linear weights are updated in proportion to the activity
of their corresponding features. Non-linear function approximators can also be
used, but typically have weaker convergence guarantees than linear function
approximators. Nevertheless, due to their flexibility such approximators have
enabled impressive performance in a number of challenging domains, such as
Atari games (Mnih et all, [2015) and Go (Silver et all, 2016).

3and also gives SARSA its name
4we later discuss a method for sampling states



3.4 Policy gradient methods

Parameterised stochastic policies mp may be improved using the policy gradient
theorem (Sutton et all, 2000). This can be derived for any of the common RL
objectives. To demonstrate a derivation of this result we use a starting state
objective J(0) = vr,(so) with a single starting state so:

Vo J(0) = Vovr(so)
=Vy Z 7T(So, a)qﬂ'(SO) a)

a

=Y Vem(s0,a)gr(s0, @) + (50, @) Vogn (0, @)
= Z Vom(s0,a)gx(s0,a) + m(s0,a)Ve [r(so, a)+ Z'ﬂ)(so, a, s g (s")

- Z Vor(so,a)gx(s0,a) + m(so,a) Z YP(s0,a,5 ) Vovr(s')

(33)
We note that we could continue to unroll Vyv,(s’) on the R.H.S in the same
way as we have already done. Considering now transitions from starting state
so to arbitrary state s we therefore find:

Vovr(sg) = Z thp(st = s|sg, ) Z Vor(s,a)qx(s,a) (34)
s t=0 a

where Y,°  v'p(s¢ = s|so, ) is the discounted state distribution p™(s) from
a fixed starting state s (Equation 23]). This derivation holds even when there
is a distribution over starting states, and gives us the policy gradient theorem:

Vo (0) =Y p"(s) D Vor(s, a)qx(s,a) (35)

Using the likelihood ratio trick:

Vor(s,a)
(s, a) (36)
=m(s,a)Vglogm(s,a)

Vom(s,a) = n(s,a)

this can be equivalently expressed as:
VeJ(0) = Z pT(s) Z 7(s,a)qr(s,a)Vglogm(s,a)

=Er[g(s,a)Vglogm(s,a)]

(37)

The policy gradient theorem result enables model-free learning as gradi-
ents need only be determined for the policy rather than for properties of the
environment. There are a variety of approaches for determining g,. If ¢, is ap-
proximated using the sample return (Equation [I8)), this leads to the algorithm
known as REINFORCE (Williams, [1992):

0« 0+ aRVglogm(s,ar) (38)

10



As there is no bootstrapping here, this is also known as MC policy gradient.
An alternative approach is to separately approximate ¢, with a ‘critic’ ¢,, giving
rise to what are commonly known as ‘actor-critic’ methods. These introduce two
sets of parameter updates; the critic parameters w are updated to approximate
¢r, and the policy (actor) parameters 6 are updated according to the policy
gradient as indicated by the critic. The critic itself can be updated according
to the TD error. An example of this approach is SARSA actor-critic:

W= W+ a1 (P41 + Yqw(St415 1) — Quw(St, at)) VG (Se, ar) (39)
0 < 0+ a2qw(se, ar)Vologm(se, ar)

where different learning rates oy and as may be used for the actor and the
critic.

3.5 Baselines

Whether we use REINFORCE or an actor-critic based approach to policy gradi-
ents, it is possible to reduce the variance further by the introduction of baselines.
If this baseline depends only on the state s, then we find it introduces no bias:

Z P (s) Z Vom(s,a)b(s) = Z p"(s)b(s)Vg Z 7(s,a)

a

=" " (s)b(s) Vol (40)
=0
A natural choice for the state-dependent baseline is the value function:

VT (6) = Eal(gx (5,) — vx()) Vo log n(s, )] )

=E,[Ax(s,a)Vglogn(s,a)]
where A, is known as the advantage, which may in some algorithms be approx-
imated directly (rather than approximating both ¢, and vy ).

3.6 Compatible function approximation

In the general case, our choice to approximate ¢, with ¢, introduces bias such
that there are no guarantees of convergence to a local optimum. However, in the
special case of a compatible function approximator we can introduce no bias and
take steps in the direction of the true policy gradient. This becomes possible
when the critic’s function approximator reaches a minimum in the mean-squared

error: 0=F, [Vw (qw(s, a) — qw(Sa a))Q]

(42)
= Er[(gx(s,a) — qu (s, @) Vuqu(s, a)]
If we choose gy (s, a) such that V¢, (s,a) = Vglogn(s,a) we find:
Exlgr(s,a)Velogm(s, a)] = Er[qu(s,a)Velogm(s, a)] (43)

11



where the L.H.S is equal to the true policy gradient and so our function ap-
proximation has introduced no bias. For example, if the policy is a Boltzmann
policy with a linear combination of features, of the form:

67 b(s.0)
Ea’ 69T¢(51a/)

then a compatible value function must be linear in the same features as the
policy except normalised to zero mean for each state using a subtractive baseline
(Sutton et all, 2000).

4u(5,0) = w[B(s,0) = 3 b5, a')m(s, 0')] (45)

7(s,a) = (44)

3.7 Deterministic policy gradients

Rather than have a policy specify a probability for certain actions in certain
states we can instead have it simply be a function mapping states to actions
e : S — A and, in the case of continuous actions, seek to find the gradient
of the objective with respect to the policy parameters. An example of an al-
gorithm which uses such an approach is Deterministic Policy Gradients (DPG)
(Silver et all, 2014). The DPG algorithm builds on the deterministic policy
gradient theorem:

VoJ(0) = Esnpi [Vore(s)Vagu(s, @)la=pq(s)]- (46)

where the parameters of the policy are adjusted in an off-policy fashion using
an exploratory behavioural policy (which is a noisy version of the deterministic
policy). In practice g, is approximated by the critic ¢,,, which is differentiable
in the action and updated using Q-learning;:

0t =741 + qu(8t+1, u9(8t+1)) - Qw(st, at)
W 4— W + @10tV G (St, at)

The parameters of the policy are then updated according to:

0 < 0+ a2Vopg(st)Vaqu(st; at)|a=pe(s,) (47)

4 Model-based Approaches

In model-free RL agents learn to take actions directly from experiences, without
ever modelling transitions in the environment or reward functions, whereas in
model-based RL the agent attempts to learn these. The key benefit is that if
the agent can perfectly predict the environment ‘in its head’, then it no longer
needs to interact directly with the environment in order to learn an optimal
policy.

4.1 Model Learning

Recall that MDPs are defined in terms of the 5-tuple (S, A, P, r, 7). Although
models can be predictions about anything, a natural starting point is to ap-
proximate the state transition function P, ~ P and immediate reward function

12



ry ~ r. We can then use dynamic programming to learn the optimal policy for
an approximate MDP (S, A, P, my, 7), the performance of which may be worse
than for the true MDP.

Given a fixed set of experiences, a model can be learned using supervised
methods. For predicting immediate expected scalar rewards, this is a regression
problem whereas for predicting the distribution over next states this a density
estimation problem. Given the simplicity of this framing, a range of function
approximators may be employed, including neural networks and Gaussian pro-
cesses.

4.2 Combining model-free and model-based approaches

Once a model is learned it can be used for planning. However, in many situ-
ations it is computationally infeasible to do the full-width backups of dynamic
programming as the state space is too large. Instead, experiences can be sam-
pled from the model and used as data by a model-free algorithm.

A well known architecture which combines model-based and model-free RL is
the Dyna architecture (Sutton, 1991)). Dyna treats samples of simulated and real
experience similarly, using both to learn a value function. Simulated experience
is generated by the model which is itself learned from real experience. In Dyna,
model-free based updates depend on the state the agent is currently in, whereas
for the model-based component starting states can be sampled randomly and
then rolled forwards using the model to update the value function using e.g.
TD learning.

One potential disadvantage of Dyna is that it does not preferentially treat
the state the agent is currently in. In many cases, such as deciding on the
next move in chess, it is useful to start all rollouts from the current state (the
board position) when choosing the next move. This is known as forward search,
where a search tree is built with the current state as the root. Forward based
search often uses sample based rollouts rather than full-width ones so as to be
computationally tractable and this is known as simulation-based search.

An effective algorithm for simulation-based search is Monte-Carlo Tree search
(Coulom, 2007). It uses the MC return to estimate the action-value function for
all nodes in the search tree using the current policy. It then improves the pol-
icy, for example by being e-greedy with respect to the new action-value function
(or more commonly handling exploration-exploitation using Upper Confidence
Trees, see Kocsis and Szepesvéri (2006) for a more detailed discussion). MC
Tree Search is equivalent to MC control applied to simulated experience and
therefore is guaranteed to converge on the optimal search tree. Instead of using
MC control for search it is also possible to use TD-based control, which will
increase bias but reduce variance.

Model-based RL is a highly active area of research. Recent advances include
MuZero (Schrittwieser et al., 12020), which extends model-based predictions to
value functions and policies, and Dreamer which plans using latent variable
models (Hafner et all, [2019).
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5 Latent variables and partial observability

5.1 Latent variable models

Hidden or ‘latent’ variables correspond to variables which are not directly ob-
served but nevertheless influence observed variables and thus may be inferred
from observation. In reinforcement learning, it can be beneficial for agents to
infer latent variables as these often provide a simpler and more parsimonious
description of the world, enabling better predictions of future states and thus
more effective control.

Latent variable models are common in the field of unsupervised learning.
Given data p(z) we may describe a probability distribution over z according to:

p(:0,1.,0.) = / dz p(a)z; 0y, )p(z: 02) (48)

where 0. parameterises the conditional distribution x|z and ¢, parame-
terises the distribution over z.

Key aims in unsupervised learning include capturing high-dimensional cor-
relations with fewer parameters (as in probabilistic principal components analy-
sis), generating samples from a data distribution, describing an underlying gen-
erative process z which describes causes of z, and flexibly modelling complex
distributions even when the underlying components are simple (e.g. belonging
to an exponential family).

5.2 Partially observable Markov decision processes

A partially observable Markov decision process (POMDP) (Kaelbling et all,
1998) is a generalisation of an MDP in which the agent cannot directly ob-
serve the true state of the system, the dynamics of which is determined by an
MDP. Formally, a POMDP is a 7-tuple (S, A, P, r, O, Q, v) where S is the set
of states, A is the set of actions, P : S x A x S — [0, 1] is the state transition
probability kernel, r : S x A x & — R is the reward function, O is the set of
observations,  : § x A x O — [0,1] is the observation probability kernel and
v € [0,1) is the discount factor. As with MDPs, agents in POMDPs seek to
learn a policy m(s¢) which maximises some notion of cumulative reward, com-
monly E[>";2,7'ri11]. This policy depends on the agent’s representation of
state s& = f(h:), which is a function of its history.

One approach to solving POMDPs is by maintaining a belief state over the
latent environment state - transitions for which satisfy the Markov property.
Maintaining a belief over states only requires knowledge of the previous belief
state, the action taken and the current observation. Beliefs may then be updated
according to:

b (s") =nQd|s, a) ZP(S/|S, a)b(s) (49)
seS
where n =1/%, Q(0'[s',a) >, .5 P(s'|s,a)b(s) is a normalising constant.

A Markovian belief state allows a POMDP to be formulated as an MDP
where every belief is a state. However, in practice, maintaining belief states in
POMDPs will be computationally intractable for any reasonably sized problem.
In order to address this, approximate solutions may be used. Alternatively,
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agents learning using function approximators which condition on the past can
construct their own state representations, which may in turn enable relevant
aspects of the state to be approximately Markov.

6 Deep reinforcement learning

The policies and value functions used in reinforcement learning can be learned
using artificial neural network function approximators. When such networks
have many layers they are conventionally denoted as ‘deep’, and are typically
trained on large amounts of data using stochastic gradient descent (LeCun et all,
2015). The application of deep networks in model-free reinforcement learning
garnered extensive attention when they were successfully used to learn a variety
of Atari games from scratch (Mnih et all, 2013). For the particular problem
of learning from pixels a convolutional neural network architecture was used
(LeCun et all, [1998), which are highly effective at extracting useful features
from images. They have been extensively used on supervised image classification
tasks due to their ability to scale to large and complex datasets (LeCun et all,
2015).

A deep analysis of deep reinforcement learning (DRL) is beyond the scope
of this summary. However we review two key techniques used to overcome the
technical challenge of stabilising training.

6.1 Experience replay

As an agent interacts with its environment it receives experiences that can be
used for learning. However, rather than using those experiences immediately, it
is possible to store such experience in a ‘replay buffer’ and sample them at a later
point in time for learning. The benefits of such an approach were introduced by
Mnih et all (2013) for their ‘deep Q-learning’ algorithm. At each timestep, this
method stores experiences e; = (s¢, at, 141, St+1) in a replay buffer over many
episodes. After sufficient experience has been collected, Q-learning updates are
then applied to randomly sampled experiences from the buffer. This breaks the
correlation between samples, reducing the variance of updates and the potential
to overfit to recent experience. Further improvements to the method can be
made by prioritised (as opposed to random) sampling of experiences according to
their importance, determined using the temporal-difference error (Schaul et all,
2015).

6.2 Target networks

When using temporal difference learning with deep function approximators a
common challenge is stability of learning. A source of instability arises when
the same function approximator is used to evaluate both the value of the current
state and the value of the target state for the temporal difference update. After
such updates, the approximated value of both current and target state change
(unlike tabular methods), which can lead to a runaway target. To address this,
deep RL algorithms often make use of a separate target network that remains
stable even whilst the standard network is updated. As it is not desirable for
the target network to diverge too far from the standard network’s improved
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predictions, at fixed intervals the parameters of the standard network can be
copied to the target network. Alternatively, this transition is made more slowly
using Polyak averaging:

¢targ — p(btarg + (1 - p)¢ (50)

where ¢ are the parameters of the standard network and p is a hyperparameter
typically close to 1.
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